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DATAMININGL

The main obsective of data mining is to extract
ineful information from DATA

The dote we want to analyze is structured
in a DATASET which can be represented with a

DATA MATRIX made up of m rows end ol Collins in

which each column represents a FEATURE and each new
represents 0cm INSTANCE

A nonible examinee of a dotard can be
the following one

Fe E Foo

I 0.5 0.3 0 4 This now contains
the characteristic of

Iz 0.3 0.7 O 4 a single OBJECT

Iz 0.4 O Z O3

Ig 0.1 0.5 0.3

This column contein the
volues different obsects
love on the same characteristic



We can thus think of a feature is a

particular characteristic an obsect may
or may not have

OSI To make a connection to traditional
DB systems we Love

FEATURES L FIELDS OF ENTITIES

INSTANCES RECORDS or TUPLES

we can have the following types of dote in a

dataset which are

DATA
NUMERICAL

to
CATEGORICAL

ORDINAL

REGULAR

Numerical data comes from QUANTITATIVE MEASURES

like measuring the length of a meth categorical date
comes from QUALITATIVE MEASURES like observing the color
of a rein of eyes

To CATEGORICAL data you can airily the onenton
to ORDINAL dote you can also apply the 1 relation
to order them



ESTIMATIONL

To axxey IT methods to datasets in order to
solve certain tasks we first have to
ESTIMATE the PMF dinnete care or the PDF

continuous core

To do this we have two families of
estimation methods

PARAMETRIC METHODS

NON PARAMETRIC METHODS

PARAMETRICMETHODST

In these methods we assume that the data
comes from a particular DISTRIBUTION like a

Gaussian Ncu oil and we try to estimate
the various PARAMETERS

For examinee if we want to estimate the
mean it we can me

ARITHMETIC MEAN I a IN i
Xi

GEOMETRIC MEAN NY i.HN Xi



OSI These means are different from
the THEORETICAL DISTRIBUTION MEAN

which is studied in PROBABILITY THEORY
and is defined as it IEEX and is
commuted thing the PME or PDF

PARAMETRIC methods are more CONSTRAINED because
we have to assume how the initial data is

distributed

NONPARAMETRICMETHODI

Let us define the INDICATOR FUNCTION

A to if A is TRUE
if A is FALSE

We 0W meld the RECTANGULAR WEIGHT FUNCTION

which is defined as

I X to it like
if 1 170

St can then be extended to VECTORS as

follows
ICE to

if Niles Ki

else



Let us now consider a discrete n v X
with an unknown PMF acxi We want
to ESTIMATE 1h Xi thing a SAMPLE

X Xe Xz Xm

S Ss Sz Sn

To do this we can the the EMPIRICAL PMF

ESTIMATOR defined as

K X xi In 71 Sk xi

which comes down to commuting the various

frequencies in the namxle Graphically we have

points in n

t I i nf Xz 3

We can ohr extend this formula
to the MULTI VARIATE care as follows

rt I Ii In 2K Ii



Consider now a continuous n v X with eCx

as PDF We want to estimate flex using a

sample S se sa Snb To do this we

have at least the following two methods

HlSTOGRAM_

The boric idea is to DISCRETIZE the red
line 112 into a sequence of BINS All the
aoints thot fell inside the same bins are
merged together to obtain a single value

Formally we have the following PARAMETERS

INTERVAL WIDTH

onion

The i th Bin is then the following
interval of the red line

Bi Xo ti h X t ith h i e 2

The estimation is then done as follows

x n.IN EE 1 XE Bi A SKE Bi



notice that if Fcx dx L since

i The width of each RECTANGLE is h

ii The height of each rectangle is the
of nominees in the rectangle divided

by me

Gradually we have the following
tix n

i
x

KERNELFUNCTIONMETHODT 1 31 00 min

Det K is a KERNEL Function if it has the
following anoxerties

i IfkCH dx I

ii tf X KCx dx 0

Notice that if X is a n v with flx
as PDF and IE XJ O then Kx is a

KERNEL FUNCTION



Let s si Sz n Sn we can now define
the KERNEL DENSITY ESTIMATOR as follows

FCxli n.tn TE
where he is called the BANDWIDTH

notice that FCA is a SMOOTHER

estimation than the one obtained by
the HISTOGRAM METHOD Ahr the smaller
the value of his the smoother the
curve will be However if h is too
small we can have BIMODIAL DISTRIBUTIONS



EXAMPLE HISTOGRAM

Consider the following SAMPLE SET

S 0.15 0.31 0.28 0.57 0.27 0.21
0.88 0.33 0.42 0.24 0.31

Let h 0.1 m 11

Bi ftp.s.IM LEPCYEBi

90.1 O O

0.1 0.2 1 it
0.2 0.3 4 0.1

0.3 0.4 3 IoT
0.4 0.5 I 1

0.5 0.6 1 Foe

0.6 0.7 O O

0.7 0.3 O O

0.8 0.9 I

notice that o.i.tt t I
11 0.1


